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a b s t r a c t

Heart disease is one of the first causes of death worldwide. This paper presents a real-time system for
predicting heart disease from medical data streams that describe a patient’s current health status. The
main goal of the proposed system is to find the optimal machine learning algorithm that achieves
high accuracy for heart disease prediction. Two types of features selection algorithms, univariate
feature selection and Relief, are used to select important features from the dataset. We compared
four types of machine learning algorithms; Decision Tree, Support Vector Machine, Random Forest
Classifier, and Logistic Regression Classifier with the selected features as well as full features. We
apply hyperparameter tuning and cross-validation with machine learning to enhance accuracy. One
core merit of the proposed system is able to handle Twitter data streams that contain patients’ data
efficiently. This is done by integrating Apache Kafka with Apache Spark as the underlying infrastructure
of the system. The results show the random forest classifier outperforms the other models by achieving
the highest accuracy at 94.9%.

© 2019 Elsevier B.V. All rights reserved.

1. Introduction

Heart diseases are on top of the fatal diseases list. They are
considered a prominent cause of death globally. According to the
World Health Organization statistics, in 2016, heart diseases led
to about 17.9 million deaths [1].

In the USA, heart diseases such as Coronary Heart Disease, Hy-
pertension, and Stroke are the first fatal cause of death. Coronary
Heart Disease alone contributes to 1 in every 7 losses of life in
the US, with around 366,800 death cases annually. The estimation
of heart attacks in the USA is about 7.9 million representing
approximately 3% of US adults’ heart attack cases. In the same
country, 114,023 people died due to a heart attack in 2015 [2].

Therefore, there is a persistent need for a highly-accurate
system that serves as an analysis tool to discover hidden patterns
of heart diseases in medical data and the prediction of heart
attacks before they happen. This is hoped will lead to better
management of heart attacks.

The classification algorithms have been used increasingly to
predict heart diseases. For example, the back-propagation neural
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network (BPNN) [3] and logistic regression (LR) [3] were applied
for the prediction of heart diseases using Cleveland dataset. More-
over, Novel Multi-Layer Pi-Sigma Neuron Model (MLPSNM) was
proposed to predict heart disease [4]. In addition, there are many
algorithms like Naive Bayes [5], Decision Tree [5] and k-Nearest
Neighbor (KNN) [5] which were used to predict heart diseases.

Recently, there have been many hybrid techniques proposed
for heart disease diagnosis and prediction. The hybrid method
consists of two main stages. The first stage is feature selection,
which is used to select a subset of features. In the second stage,
the selected subset of features was used as the training set for
building the classification models [6]. For example, in [7] heart
disease diagnosis system was developed by a combination of
rough sets based attribute reduction with interval type-2 fuzzy
logic. Also, the hybrid technique using decision tree and an arti-
ficial neural network was developed for the prediction of heart
diseases [8].

However, the enormous and overwhelming volumes of the
historical data and the continuous flow of streaming data that are
generated in healthcare services have become an unprecedented
challenging task to process, store, and analyze using traditional
database storage and machine learning methods. For processing
the data in real-time, many companies and researchers have used
big data frameworks. The Apache Spark, Apache Flink, and Apache
Storm have been applied for real-time data processing. With
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the new processing frameworks, it has become more efficient
to analyze the streaming data. Therefore, some researchers have
done a shift towards the use of Big Data platforms and distributed
machine learning [9–12].

Previous studies in the field of heart disease prediction have
focused only on predicting heart diseases based on previously
stored data, and traditional machine learning algorithms to solve
this problem. These studies cannot predict heart diseases with
real-time streaming data. Regarding the data sets, the previous
studies have not considered data of social media platforms as
a source to solve the problem of heart disease prediction. Still,
an exception to this is the study presented by Nair, L.R., [13]
who developed a system using decision tree algorithms to predict
heart disease in real-time from Twitter. This contribution relied
on using only one algorithm in building the model which is the
decision tree, without using feature selection nor any other type
of machine learning algorithms with the model to achieve high
accuracy.

Twitter is one of the social media platforms which are rich in
medical information that is used increasingly for various health
and medicinal purposes including sharing information about dia-
betes [14], identifying the potential adverse drug [15], analyzing
breast cancer [16] and others [17]. In addition, plenty of re-
searchers have used Twitter to conduct their research studies
and their experiments such as [18,19]. The main advantages of
using the Twitter platform is the ability to evaluate the system
in real-time and to make the system scalable through receiving
a large number of data from Twitter in real-time, as well as
measuring the ability of the system for predicting whether the
tweet contains indications of heart disease or not.

In this paper, the problem of predicting heart diseases using
a set of streaming data collected from users’ social network
activities is addressed. The main goal of the work is to develop a
model using the Cleveland heart disease dataset 2016 to achieve
high accuracy and then use this model to work in real-time to
classify the tweet as containing heart disease indication or not.
The real-time heart disease prediction system consists of three
main components: Offline Model Building, Streaming Processing
Pipeline, and Online Prediction. The system was developed based
on Big Data frameworks like Apache Spark [20] and Apache
Kafka [21]. Also, feature selection algorithms Relief and Univariate
feature selection were employed to select the important set of
features from the database. Moreover, four machine learning
algorithms which are Decision Tree (DT), Support Vector Machine
(SVM), Random Forest Classifier (RF) and Logistic Regression Clas-
sifier (LR) have been applied on all the features and a subset
of the selected features; and we used k-fold (cross-validation)
with hyperparameter tuning to improve the accuracy. The main
contributions of this work are:

• Developing a real-time system that can determine and ex-
tract knowledge related to heart diseases from user’s
streaming tweets to predict whether the person is prone to
have heart disease or not.

• Applying two feature selection algorithms to select the most
important features from the data set. In addition, an exper-
imental evaluation was conducted for comparing different
machine learning classification techniques such as DT, SVM,
RF, and LR in terms of their accuracy for the full features
and the selected set of features. Then, the best model that
achieved the highest accuracy was implemented to predict
the possibility of heart disease problems from streams of
tweets.

• Applying RF, which gave the best accuracy of 94.9% for full
features of Cleveland heart disease dataset. This accuracy
achieved is 11% higher than the decision tree algorithm
applied in [13].

The rest of the paper is structured as follows. Section 2 pro-
vides a literature review of the previous studies. Section 3 ex-
plains the background of big data tools. Section 4 explains the
structures of the dataset. Section 5 describes the proposed system
that predicts heart diseases. Section 6 presents the experimental
results. Finally, Section 7 presents conclusions.

2. Literature review

Heart diseases have been recognized as one of the leading
causes of death. Numerous research studies investigated the use
of predictive models to predict indicators of suffering from heart
diseases through health data in the literature. The recent ad-
vances in machine learning tools and algorithms have led to
boosting the research in the development of methods and tech-
niques for heart disease diagnosis. Many techniques have been
investigated for solving this problem, such as classification, clus-
tering, and many more.

Many hybrid models were proposed in the previous studies.
For example, Nazari et al. [22] introduced a system using the
Fuzzy Analytic Hierarchy Process (AHP) and Fuzzy Inference. A
data set from a hospital in Tehran was used to train and test
this system. The Fuzzy AHP was employed for the purpose of
calculating the weights of various criteria that contribute to the
development of heart diseases, while the Fuzzy Inference System
was used for assessing and evaluating the potential of developing
heart diseases in a patient. Manogaran et al. [23] proposed a
combination system of multiple kernel learning and neuro-fuzzy
inference for heart disease diagnosis. The system was tested
on the metabolic reaction network dataset and achieved high
sensitivity at 98%, and high specificity at 99%.

Feature selection techniques were used to reduce the num-
ber of features to simplify the model. In this context, many
researchers have used various feature selection techniques with
machine learning models to diagnose heart diseases. In [24], SVM
with a genetic algorithm (GA) was used to find the most im-
portant features for classifying heart diseases. A feature selection
technique is the GA, while the SVM is a classification algorithm.
Using the Cleveland heart disease database, the accuracy of SVM-
GA increased from 83.70% for 13 features to 88.34% after using
the feature selection to reduce the number of features for creating
the model. Similarly, in [25] Artificial Gravitational Cuckoo Search
Algorithm Along with Particle Bee Optimized Associative Memory
Neural Network approach was used as a feature selection method.

3. Background

Apache Spark and Apache Kafka were used to develop the
proposed system. This section provides a brief background and
advantages of big data tools.

3.1. Apache Spark

Apache Spark [20] is an open-source distributed framework
for data analytics that provides fault tolerance and process data
in real-time. It provides in-memory processing that allows data
and intermediate results to be kept in memory, thus avoiding
input–output delay of switching data back and forth the hard
disk [26]. Spark can work with structured data like CSV files and
unstructured data such as JSON format. It provides high-level APIs
such as Spark Streaming and MLlib. Spark Streaming, a streaming
library of Spark, reads streaming tweets from Kafka topic and
processes data in real-time. MLlib, the machine learning library
of Spark, implements machine learning classification algorithms,
hyperparameter tuning, and cross-validation.



Please cite this article as: H. Ahmed, E.M.G. Younis, A. Hendawi et al., Heart disease identification from patients’ social posts, machine learning solution on Spark, Future
Generation Computer Systems (2019), https://doi.org/10.1016/j.future.2019.09.056.

H. Ahmed, E.M.G. Younis, A. Hendawi et al. / Future Generation Computer Systems xxx (xxxx) xxx 3

Table 1
Features information and description of Cleveland heart disease dataset 2016.
S.no Feature name Code

1 Age AGE
2 Sex SEX
3 Type of chest pain CPT
4 Resting blood pressure RBP
5 Serum cholesterol SCH
6 Fasting blood sugar FBS
7 Resting electrocardiographic results RES
8 Maximum heart rate achieved MHR
9 Exercise-induced angina EIA

10 Old peak = ST depression induced by exercise relative to rest OPK
11 Slope of the peak exercise ST segment PES
12 Number of major vessels (0–3) colored by fluoroscopy VCA
13 Thallium scan THA

3.2. Apache Kafka

Apache Kafka was used for building real-time data pipelines
and streaming apps. The main advantages of Kafka are receiving a
large amount of data in real-time with low latency while remain-
ing fault-tolerant with more scalability. Kafka [21] is a streaming
platform that is used to read data as streaming from Twitter.
Kafka can read and write a large number of data streams. It can
write scalable stream processing applications that react to events
in real-time. It stores data streams safely in a distributed, repli-
cated, and fault-tolerant cluster. The main libraries are Producer
API and Consumer API. Producer API allows an application to send
a stream of records to Kafka topics. The Consumer API allows an
application to subscribe to Kafka topics and process the stream of
records.

4. Dataset

In this section, we present the details of the dataset used for
building the heart disease prediction model. Also, we describe the
structure of the dataset used to evaluate the model in real-time.

4.1. The heart dataset

This section describes the dataset used for building the of-
fline model. Cleveland heart disease dataset 2016 [27] has been
used for training and testing the machine learning algorithms for
predicting heart disease. This dataset consists of 13 independent
variables as features and one dependent variable as the class label
that is used to predict heart disease. Table 1 describes the full
information about the features. The class label has five values,
which are 0 class label representing the absence of heart disease;
while values 1, 2, 3, and 4 represent the presence of some heart
problem. In this paper, our work is a binary classification problem
to either 1 for the person who has heart disease, or 0 for the
person who does not have heart disease. Therefore, we have
replaced the values 2,3,4,5 with 1 because the meaning here is
that the person has heart disease.

4.2. Twitter real-time data collection

Twitter is widely used, as well-known, as a social platform
for people’s interaction, for posting content, sharing, and com-
menting where people discuss various topics including health.
Therefore, it is considered a rich source of real-time data related
to health. The streams of tweets are received from Twitter to
evaluate the proposed system in real-time. Moreover, It measures
the efficiency of the proposed system to work in real-time and
its ability to predict whether the tweet includes heart disease or
not. For reading tweet streams, the system needs to create an

Fig. 1. Example of the collected tweet.

authorization connection with Twitter using Twitter Streaming
API [28]. Twitter uses OAuth, which is the authentication proto-
col proposed to authorize applications to access services on the
user’s behalf without sharing the password. For this, we create
an account from the Twitter app, which provides the consumer
key and the secret consumer key, access token, and access token
secret for authorized access of tweet streams. After, the system
establishes an authorization connection; it retrieves tweets by the
header word ‘‘hrtdis’’. Fig. 1 presents an example of the tweet is
read by the system. This tweet includes a sequence of attributes
value like AGE, SEX, CPT, RBP, SCH, FBS, RES, MHR, EIA, OPK, PES,
VCA and THA, as the same order in the training dataset.

5. The heart disease prediction system

This section presents an explanation of the overall architecture
of the system.

5.1. The architecture of heart disease prediction system

The online predictive heart disease system was implemented
on Apache Spark. The architecture of the proposed system in-
cludes three main components, namely, Building Offline Model,
Stream Processing Pipeline, and Online Prediction, as shown in
Fig. 2. Each component is explained in detail in the following
sections.

5.1.1. Building the offline model
The main goal of this component is to develop the machine

learning model that achieves the highest possible accuracy
throughout experimentation. Many classification algorithms were
used DT, SVM, RF, and LR to build the offline-model. In addition,
feature selection algorithms Relief and Univariate were used
to select the important features in the database, which must
be present to make the system able to predict heart disease
correctly. Fig. 3 describes the architecture of the first component
of the system, building the offline model. This component is
composed of four stages as follows: (1) data pre-processing,
(2) feature selection, (3) machine learning classifiers, and (4)
evaluating machine learning algorithms.

(A) Data pre-processing is of the essential steps for effectively
representing the data for the machine learning algorithm
that is required to be trained and tested in effect. For
practical use in the classifiers, pre-processing techniques
including missing values removal and MinMax Scalar. Min-
Max Scalar works on shifting the data so that all the fea-
ture’s values are between 0 and 1. All of these data pre-
processing techniques have been applied in the first step.

(B) Feature selection algorithms
The main advantages of using feature selection algorithms
are determining the important features in the database,
and we have used two types of algorithms which are uni-
variate feature selection and Relief to specify these impor-
tant features which must be present to make the system
able of predicting heart disease correctly, as well as know-
ing the features that if absent will not affect the predictive
ability of the system.
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Fig. 2. The architecture of the heart disease prediction system.

Fig. 3. The architecture of building offline model.

(I) Univariate feature selection uses a statistical test to
select a feature subset that has the strongest rela-
tionship with a class label. We used SelectKBest [29]
with chi-squared statistic test chi2(X, y) [30]. The
chi-square test measures the dependence between
stochastic variables. Therefore, utilizing this function
helps to get rid of the features that are the most
likely to be independent of class and, irrelevant for
the classification. The obtained score is used to se-
lect the n_features, with the highest values for the
chi-squared statistic from X.

(II) Relief feature selection algorithm is a feature selec-
tion algorithm [31], which assigns weights to all the
features in the dataset, and these weights are up-
dated with over time. The essential features haveing
higher weights are used in the model. The remaining
features with small weights are ignored.

(C) Machine Learning Classifiers
In this section, the classification algorithms used in the
proposed system are explained.

(I) Logistic regression, a classification algorithm, is used
for a binary classification problem. For a binary clas-
sification problem, LR is used to predict the value of
the predictive variable y when y [0,1] is 0 a negative
class, and 1 is a positive class [31].

(II) Support vector machine is a supervised machine
learning algorithm which is used for both classifica-
tion and regression problem. It has been used mostly
for classification problems [6,32]. The goal of linear
SVM is to find the best hyperplane that can separate
the dataset into two classes. It divides the dataset
into two classes 0 and 1 that are situated on both
sides of the hyperplane.

(III) Decision tree is a supervised machine learning algo-
rithm that is used to solve the classification problem.
It is a tree structure. It includes a collocation of
nodes, where each internal node represents features,
each leaf node represents a class label, and each
branch represents an outcome of the test [33].
This algorithm, in a repeated manner, splits the data
set based on a criterion that maximizes the separa-
tion of the data, which results in a tree-like structure.
The most common test used is information gain; this
means that at every split, the decrease in entropy
is maximized because of this split. The estimate of
P(y|x) is the ratio of y class elements over all el-
ements of the leaf node that contains data item
x [33].

(IV) Random forest is an ensemble machine learning
technique that can be used for classification prob-
lem [34]. The RF consists of a combination of tree
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classifiers. Each tree classifier is created by a random
vector sampled independently from the input vector,
and each tree casts a unit vote for the most popular
class to classify an input vector [35].

(D) Evaluating machine learning algorithms
K-Fold Cross-validation (CV) method and hyperparameter
tuning were used to get the best accuracy for the models.
In addition, the performance evaluation of the classifica-
tion techniques was done through the average accuracy of
10-fold cross-validation.
Cross-validation, hyperparameter, and accuracy are de-
scribed in details in the following:

(I) Hyperparameter tuning is utilized to pass various
parameters into the model. Grid Search is the most
used method for applying hyperparameter tuning.
Firstly, the user defines a set of values for each
hyperparameter. Then, the model tests all values for
each hyperparameter and selects the best value that
achieves the best accuracy.

(II) K-Fold Cross-Validation: the data set is split into k
equal size of fold. k-1 groups are utilized for the
training, and the remaining part is used to test the
classifiers. This process is repeated until each fold of
the 10 folds has been used as the testing set. Also,
for each k, the accuracy of classifiers is calculated.
Finally, the evaluation classifier is computed based
on the average accuracy, which is calculated at the
end of the 10-fold process. In our experiment, we
used k = 10. In the 10-fold CV process, 90% of data
were used for the training, and 10% of data were
used for testing purposes.

(III) Accuracy is the ratio between correct results to a
number of total predictions that define in the follow-
ing:

Accuracy =
Number of Correct Prediction Class
Total Number of Prediction Class

5.2. Streaming processing pipeline

This stage is considered one of the main stages used for evalu-
ating the model in real-time. The system retrieves tweets by the
header word ‘‘hrtdis’’. This tweet includes a sequence of attribute
values like AGE, SEX, CPT, RBP, SCH, FBS, RES, MHR, EIA, OPK, PES,
VCA, and THA as the same order in the training dataset. The stage
consists of many steps where data is received from Twitter and
sent to Kafka Topic. After that, Spark reads the streaming data
from Kafka Topic. The collected data is text format. Therefore,
some steps must be applied, including removing unimportant
data and then extracting data, which is related to health. Later,
it transforms this data into a vector and sends it in the same
order as the feature vector in training set to the Random Forest
Classifier, which was developed.

5.3. Online prediction

The developed model, which had achieved the best accuracy,
receives the data extracted from the tweet in the form of a vector
to predict whether this tweet contains indications of heart disease
or not.

Table 2
Features selected by Univariate and their scores.
Feature code Scores

MHR 188.32
OPK 72.644
VCA 66.441
CPT 62.598
EIA 38.914
AGE 23.287
SCH 23.936

6. Experimental results and discussion

6.1. Experimental setup

The proposed system based on Apache Spark was written
in Python. In addition, we used different API libraries that are
integrated with Spark. Spark’s Mlib is used to implement clas-
sification algorithms. Kafka is a scalable platform that is used to
receive streaming data from Twitter. Spark Streaming was used to
read tweets streaming from a Kafka topic. We have used Python
libraries to implement the feature selection algorithms.

The propped system was implemented on a Spark cluster
which consists of one master node and two worker nodes. We
used Ubuntu 14.04 virtual machines that run Java (VM) to build
the cluster. The name node and worker nodes have 20 GB of RAM,
seven cores, and 100 GB disk.

6.2. Results of applying feature selection algorithms

Our research paper focuses on two feature selection tech-
niques, which are Univariate and Relief that were used to select
the important features from the dataset. The results of the se-
lected features are represented in detail in the following two
sections.

6.2.1. Selected features by Univariate
Table 2 displays the important 7 features which have the

highest scores and were determined by the Univariate feature
selection algorithm. It can be noticed that MHR has the highest
score at 188.32 with a big difference compared to the second
feature, which is OPK at 72.644. The table also shows that there
is no significant difference between VCA at 66.441 and CPT at
62.598. At the bottom comes both AGE and SCH with almost a
similar score, 23.287 and 23.936, respectively. It is also important
to note that MHR has 8 times higher score than the SCH. The term
of all features score is shown in Fig. 4. We can notice that MHR
and OPK have the highest scores, and they have a considerable
influence on model training and testing. FBS and RES have the
smallest score at 2 and 2.97 respectively. The figure also displays
the scores of PES, THA, SEX, and RBP, which have scored lower
than 20.

6.2.2. Selected features by Relief
Relief selects important features depending on ranking and

choosing the highest-ranking features. The important 7 features
which have high rank are given in Table 3. We can notice that THA
has the highest rank at 0.275. The table also shows that there is
no notable difference between EIA at 0.172 and CPT at 0.179. At
the bottom, there are both MHR and OPK with almost a similar
score, 0.106 and 0.108, respectively. Fig. 5 displays the ranking
of all features. According to the figure, THA and EIA have the
highest ranking; and they have a considerable influence on model
training and testing. SCH and FBS have the smallest ranking at
0.005 and 0.002, respectively.
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Fig. 4. The score of all features that were selected by Univariate.

Fig. 5. The ranking of all features that were selected by Relief.

Table 3
The important features selected by Relief and their ranking.
Feature code Ranking

THA 0.2753465346534657
EIA 0.17224422442244233
CPT 0.17953795379537962
VCA 0.16861386138613887
PES 0.14178217821782202
MHR 0.10674829314992579
OPK 0.10869796657085068

6.3. Results of applying the machine learning algorithms

The four classification techniques, which are SVM, RF, LR, and
DT classifiers, were applied to the full set of features and only
the selected features. The 10-fold cross-validation and hyperpa-
rameter tuning were applied with machine learning algorithms.
For 10-fold cross-validation, the testing data used 10% while the
training data used 90%. Moreover, the average accuracy of 10-fold
is computed to evaluate models. Furthermore, some parameters
were tuned into machine learning algorithms. For LR, two pa-
rameters were tuned: the maximum number of iterations (max-
Iter) and regularization parameter (regPram). Maximum depth
of the tree (maxDepth) and max number of bins for discretizing
continuous features (maxBins) and information gain (impurity)
were tuned in DT. For SVM, three parameters were tuned: the
maximum number of iterations (maxIter) and regularization pa-
rameter (regPram) and Kernal type. For RF, two parameters were

Fig. 6. The accuracy of different classifiers which applied on features that were
selected by Univariate.

Table 4
The best values of parameters achieved the largest accuracy for features that
were selected by Univariate.
Model Parameters

LR maxIter: 10 regPram: 0.01
DT impurity: gini maxDepth: 3 macBins: 10
SVM regParam:.02 maxIter:50 Kernal type: Liner
RF maxDepth:2 maxBins:32 numTrees:20

Table 5
The best values of parameters which achieved high accuracy for features selected
by Relief.
Model Parameters

LR regParam: .3 maxIter: 10
DT impurity: gini maxDepth: 4 macBins: 10
SVM regParam: .02 maxIter: 10 Kernal type: Liner
RF maxDepth: 2 maxBins: 32 numTrees: 20

tuned: Maximum depth of the tree (maxDepth) and Max number
of bins for discretizing continuous features (maxBins).

Moreover, for each classification algorithm, the values of the
model’s parameters were different. For example, in LR, the values
of the maxIter and regPram parameters were 4 and 6, respec-
tively. For DT, the values of the impurity, maxDepth and macBins
parameters are 2, 6, and 4, respectively. For SVM, the values of the
regParam and maxIter parameters are w and 4, respectively. In RF,
the values of the numTrees, maxDepth, and maxBins parameters
were 4, 10, and 3, respectively.

The results of K-Fold Cross-Validation for classifiers are repre-
sented in detail in the following section.

6.3.1. Accuracy using selected features selected by Univariate
The features MHR, OPK, VCA, CPT, EIA, AGE and SCH were

selected from the database, and four types of machine learning
classifiers were applied using these features. Table 4 shows the
best values of the model’s parameters, which contributed to
registering the highest accuracy.

Fig. 6 shows a comparison of accuracy between four classifiers:
RF, SVM, DT, and LR. It can be observed that RF has the highest
accuracy at 90%, while SVM has the lowest accuracy at 88%.
Similarly, DT and LR have recorded 89% and 88.40%, respectively.

6.3.2. Accuracy using selected features selected by Relief
THA, EIA, CPT, VCA, PES, MHR, and OPK were selected from

the database, and four types of machine learning classifiers were
applied to these features. Table 5 shows the best value of the
model’s parameters that are passed to classifiers indicating their
essential role to achieve high accuracy.

Fig. 7 shows the average accuracy with the 10-fold CV. DT
achieved the highest accuracy at 92.82%. The second important
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Fig. 7. The accuracy of different classifiers which applied on features selected
by Relief.

Fig. 8. The average of accuracy with the 10-fold CV for full features.

Table 6
The best values of parameters for full features.
Model Parameters

LR regParam: .4 maxIter: 50
DT impurity: entropy’ maxDepth: 3 macBins: 10
SVM regParam: .02 maxIter: 10 Kernal type: Liner
RF maxDepth: 2 maxBins: 10 numTrees: 40

classifier was RF which recorded an accuracy of 92%. Approx-
imately similar accuracy was observed for LR and SVM with
percentages of 89.9% and 90.1% respectively.

6.3.3. Accuracy using full features
Table 6 shows the best values of model’s parameters that were

passed to the classifiers and their important role to achieve high
accuracy.

In Fig. 8, the RF achieved the best accuracy at 94.9%. DT
registered the lowest accuracy at 89.88%. LR made 92.12% of
accuracy, while the SVM recorded 91.95% of accuracy.

6.4. Discussion

We applied two types of feature selection algorithms: Relief
and Univariate that were used to select the most important
features from the dataset. The results show that DT scored the
highest accuracy at 92.2% with the features that were selected
by the Univariate feature selection algorithm. The RF obtained
the highest accuracy at 90% with features chosen by the Relief
algorithm. In addition, applying RF gave the best accuracy of
94.9% using the full features. The achieved accuracy is 11% higher
than the decision tree algorithm applied in [13]. Therefore, we
used the RF with the full features to predict heart diseases in
real-time from tweet streams.

6.5. Evaluating the proposed system using streams of tweets

In this stage, RF is used to evaluate the system in real-time
with the tweet, which includes full features. In this experiment,
the real streaming data from Twitter were used to assess the abil-
ity of the proposed system to predict whether a tweet contains
heart disease or not in real-time. The total number of streaming
tweets is 1000 generated by some of the twitter users. The results
showed that there were 600 tweets that indicate the existence of
a heart disease problem, while 400 tweets did not contain heart
disease indications. Furthermore, Table 7 shows the structure of
some tweets and the prediction label. The table also shows that
five of the displayed tweets have heart disease, and five of them
do not have heart disease.

7. Conclusions

In this paper, we presented a system for real-time heart dis-
ease prediction that was developed based on Apache Spark and
Apache Kafka. Our real-time system consists of three components,
namely Offline Model Building, Stream Processing Pipeline, and
Online Prediction. Offline Model Building is a machine learning
model that can achieve high accuracy. In this component, we
analyze the features in the dataset and select the optimal set
of features based on two feature selection algorithms, which
are Univariate feature selection and Relief. In addition, Different
machine learning classification algorithms, namely, SVM, DT, RF,
and LR were applied to the full features and selected features.
Furthermore, k-fold cross-validation and hyperparameters tuning
were employed to improve accuracy. In the stream Processing
Pipeline component, streams of the tweet are retrieved from
Twitter using the header word ‘‘hrtdis’’ and sent to Kafka topic;
then Spark stream reads data from Kafka topic and extracts the
health attributes from it and then forwards it to the Online
Prediction component. Online Prediction receives attributes as
a vector of features in the same order as the sequence in the
training dataset; then it applies the developed machine learning
model to predict whether the tweet contains indications of heart
disease or not. The results proved that the accuracy of RF with
full features had improved the accuracy by 11% compared to
competitive work.
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Table 7
The result of heart disease prediction from some of the tweets.
Sequence Tweet Prediction label

1 "* hrtdis 61.0 1.0 4.0 140.0 207.0 0.0 2.0 138.0 1.0 1.9 1.0 1.0 7.0" 0
2 "* hrtdis 57.0 1.0 2.0 154.0 232.0 0.0 2.0 164.0 0.0 0.0 1.0 1.0 3.0" 1
3 "* hrtdis 61.0 1.0 4.0 148.0 203.0 0.0 0.0 161.0 0.0 0.0 1.0 1.0 7.0"; 1
4 "* hrtdis 71.0 0.0 4.0 112.0 149.0 0.0 0.0 125.0 0.0 1.6 2.0 0.0 3.0" 1
5 "* hrtdis 50.0 1.0 3.0 129.0 196.0 0.0 0.0 163.0 0.0 0.0 1.0 0.0 3.0" 1
6 "* hrtdis 57.0 0.0 2.0 130.0 236.0 0.0 2.0 174.0 0.0 0.0 2.0 1.0 3.0" 1
7 "* hrtdis 52.0 1.0 4.0 128.0 255.0 0.0 0.0 161.0 1.0 0.0 1.0 1.0 7.0" 0
8 "* hrtdis 65.0 1.0 1.0 138.0 282.0 1.0 2.0 174.0 0.0 1.4 2.0 1.0 3.0" 0
9 "* hrtdis 40.0 1.0 4.0 110.0 167.0 0.0 2.0 114.0 1.0 2.0 2.0 0.0 7.0" 0

10 "* hrtdis 54.0 1.0 3.0 125.0 273.0 0.0 2.0 152.0 0.0 0.5 3.0 1.0 3.0" 0
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